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ABSTRACT: Oceanic submesoscale dynamics with horizontal scales , 20 km have similar temporal and spatial scales as
internal gravity waves (IGWs), but they differ dynamically and have distinct impacts on the ocean. Separating unbalanced
submesoscale motions (USMs), quasi-balanced submesoscale motions (QBMs), and IGWs in observations remains a great
challenge. Based on the wave–vortex decomposition and the vertical scale separation approach for distinguishing IGWs
and USMs, the long-term repeatOleander observations in the Gulf Stream region provide an opportunity to quantify these
processes separately. Here in this study, the role of USMs in the divergence is emphasized, which has confounded the
wave–vortex decomposition of wintertime data in previous analyses. We also adopt the vertical filtering approach to iden-
tify the USMs by applying a high-pass filter to the vertical scales, as USMs are characterized by smaller vertical scales. This
approach is tested with submesoscale-permitting model data to confirm its effectiveness in filtering the submesoscale veloc-
ity perturbations, before being applied to the compiled velocity data of the Oleander dataset (years 2005–18). The results
show that the averaged submesoscale eddy kinetic energy by USMs can reach ;1 3 1023 m2 s22 at z 5 230 m in winter,
much stronger than found in other seasons. Importantly, this study exemplifies the possibility of obtaining USMs from ex-
isting ADCP observations and reveals the seasonal dynamical regimes for the submesoscales.
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1. Introduction

The oceanic motions over a wide range of scales result
from a balance between atmospheric forcing and dissipation.
Mesoscale turbulence in the form of cyclonic and anticyclonic
eddies is responsible for approximately 80% of kinetic energy
(Ferrari and Wunsch 2009) and can now be well identified by
satellite altimetry (Morrow and Le Traon 2012). However, at
smaller scales, several studies have pointed to internal waves
(Müller et al. 2015; Torres et al. 2018; Cao et al. 2019) and
submesoscale dynamics (e.g., Capet et al. 2008; Gula et al.
2014; Cao and Jing 2022) as potential regimes for the failure
of geostrophic balance. These two classes of motions differ in
efficiency and mode of transporting tracers, such as vertical
heat flux (Su et al. 2020; Torres et al. 2022). Determining the
primary dynamical regime is a crucial step in understanding
the pathways by which energy is transferred from sources to
sinks (Cao et al. 2021) and the statistical distribution of those
sources and sinks (Pearson and Fox-Kemper 2018). In addi-
tion, different classes of motions must be handled differently
during interpretation of future high-resolution satellite altim-
eter measurements, e.g., the forthcoming Surface Water and
Ocean Topography (SWOT) mission (Morrow et al. 2019).

A central question is how strong internal waves are relative
to quasi-balanced motions (nearly geostrophic flows charac-
terized by small surface divergence) and unbalanced subme-
soscale flows (ageostrophic flows characterized by strong
surface divergence) (e.g., D’Asaro et al. 2018); their relative
intensities are not well known in most of the global oceans.
High-pass filters in time or horizontal space are frequently
employed to separate submesoscale motions from larger-scale
processes (e.g., Cao et al. 2021), but it is challenging isolate
the submesoscales as their scales vary (Dong et al. 2020, 2021;
Bodner et al. 2023) and often overlap with internal gravity
waves (Torres et al. 2018). It is expected that the mesoscales
are dominated by quasi-balanced motions (QBMs), while the
submesoscale range is composed of both unbalanced subme-
soscale motions (USMs) and internal gravity waves (IGWs).
This division of the submesoscales is rarely investigated, but
the intensities of both are expected to depend on the season,
hemisphere, mesoscale eddy kinetic energy (EKE), and cli-
mate events (D’Asaro et al. 1995). Here USMs include highly
nonlinear processes with typical ageostrophic, convergent
features in the mixed layer (ML) (e.g., frontogenesis and ML
instabilities: McWilliams 2016; D’Asaro et al. 2018). The
USMs have O(1) Rossby and Richardson numbers (Thomas
et al. 2008), with horizontal scales usually smaller than 20 km
and time scales from hours to days, resembling the scales of
submesoscale instabilities and turbulence-arrested fronts (Dong
et al. 2020, 2021; Bodner et al. 2023).

However, separating these motions in observations is a chal-
lenge because of the complex regimes and limited observations.
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Recently, a one-dimensional Helmholtz decomposition method
was developed to separate divergent and rotational motions for
stationary, homogeneous, and isotropic flows (Bühler et al.
2014). This method can further separate IGWs (with a pre-
scribed combination of horizontally divergent and rotational
motions) from the QBMs (purely rotational motions) in ob-
servations and has inspired many groups to reevaluate obser-
vations and models (Callies and Ferrari 2013; Callies et al.
2015; Rocha et al. 2016a; Qiu et al. 2017; Cao et al. 2019). In
the Gulf Stream region, mesoscale eddies are active and the
EKE varies seasonally (Zhai et al. 2008), while frequent
storms or hurricanes may force the near-inertial motions
(Alford 2003). Model-based studies (e.g., Torres et al. 2018)
do not often separate the eddy or wave motions, so here the
goal is to estimate the seasonally different KE contributions
from QBMs, IGWs, and USMs by using both vertical filtering
and the Helmholtz decomposition.

Repeat shipboard acoustic Doppler current profiler (ADCP)
measurements over 14 years (2005–18) from the Oleander pro-
ject collect the along-track flow velocity capturing the mesoscale
and submesoscale currents in the upper ocean. Spectral study of
the first decade of these data concluded that USMs are not very
energetic in this region, dominating only on scales near 20 km
and smaller, but due to the limited Oleander record at that time
seasonal variations were disregarded (e.g., Callies and Ferrari
2013). A later study by the group (Callies et al. 2015) addressed
seasonality, but did not distinguish between USMs and IGWs.
Indeed, the Bühler et al. (2014) decomposition amounts to the
assumption of wave dominance in the divergent component,
which may be violated in the presence of strong USMs. This
may cause misunderstanding of the dynamical regimes for the
submesoscales. So we first revisit the observations by investigat-
ing the transition from quasi-balanced, nearly geostrophic flows

to IGWs/USMs and its variability over seasons following Bühler
et al. (2014). Afterward, we further separate USMs from IGWs
by applying a high-pass filter to the vertical scales in the weakly
stratified layers (Torres et al. 2022). This approach actualizes the
assumption that USMs are characterized by smaller vertical
scales, e.g., those typical of the stratification anomalies within the
mixed layer itself (Fox-Kemper et al. 2008; Thomas et al. 2008).
By contrast, the IGWs that have horizontal and temporal scales
falling within the submesoscale range tend to have larger vertical
scales. In this way, we isolate the USMs quantitatively from the
velocity profiles of theOleanderADCP observations. The results
demonstrate that the submesoscales are dominated by USMs
rather than by IGWs during wintertime, while the opposite is
true during summertime.

2. Data and methodology

a. The Oleander data

The shipboard ADCP velocities on theOleander have been
collected for decades by this container vessel as it regularly
transits the line between New Jersey and Bermuda (Figs. 1a,b)
(Flagg et al. 1998). These repeat, long-term measurements have
been used for many oceanographic studies (e.g., Wang et al.
2010; Rossby et al. 2014; Callies et al. 2015) and the fast-tow
assumption has also been validated (e.g., Rocha et al. 2016a;
Qiu et al. 2017). Here the along-track velocity data from 2005
to 2018 as collected by a hull-mounted 75-kHz Ocean Sur-
veyor ADCP were block averaged over into 5-min bins, and
then these data were interpolated onto a 2.5-km regular grid
(available from the archive http://po.msrc.sunysb.edu/Oleander/).
In this study, data at depths of 30 and 220 m are primarily
used, representing the ML and pycnocline, respectively. The
data are guaranteed to be high quality up to depths of ;220 m.

FIG. 1. (a) The study region indicated by the solid box. (b) Schematic diagram that illustrates the regional dynamical regimes: the mean
flow (Gulf Stream), mesoscale/submesoscale eddies, and internal waves. The cruise track is also marked by the black line. (c) The annual
count of data samples used in this study is divided into four seasons: spring (April–June), summer (July–September), autumn (October–
December), and winter (January–March). (d) Schematic spectrum indicating the time and space scale of the three classes of motions.
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To examine seasonality, the data are categorized into four
seasons: spring (April–June), summer (July–September), autumn
(October–December), and winter (January–March). The number
of cruises for each year by season is shown in Fig. 1c. To avoid
including the Gulf Stream (Fig. 1b), only transects to the east
of 708W and the south of 358N and with a continuous length
of 300 km are used in this study (278 sections in total). The
observed velocity includes dominantly subinertial flows, IGWs,
and USMs. These classes of motions dominate different spectral
spaces: quasi-balanced motions (QBMs) at low frequencies
and low wavenumbers, USMs at high frequencies and high
wavenumbers, and IGWs roughly along the dispersion rela-
tion curves associated with their vertical modes (Fig. 1d). The
analysis shows that typically two or three mechanisms govern
upper-ocean dynamics in this region, and which dominate
changes seasonally with ML depth, stratification, and surface
forcing. When all three mechanisms are present is the most
complex situation analyzed. In that case, filtering of both time
and space scales (frequency–wavenumber spectrum) is often
used to separate these classes of motions for model data (e.g.,
Cao et al. 2021) but is impracticable for these shipboard
ADCP data.

b. The llc4320 MITgcm data

The llc4320 MITgcm data are employed in this study. The
llc4320 (refers to latitude–longitude–polar cap) is a global
ocean simulation with a nominal grid spacing of 1/488 (;2 km)
and 90 vertical levels (Forget et al. 2015). The simulation in-
cludes 16 tidal constituents (inadvertently overestimated by a
factor of 1.1121; Uchida et al. 2022), and the 6-hourly atmo-
spheric forcing from the European Center for Medium-Range
Weather Forecasts atmospheric operational model analysis
was used as surface boundary conditions. With this resolution
and forcing, this model resolves most of the low-vertical-mode
IGWs and a portion of USMs in the Gulf Stream region (Dong
et al. 2020, 2021). The tenth baroclinic vertical mode is almost
the highest baroclinic mode resolved in the simulation (Torres
et al. 2018). This model has been widely used to study submeso-
scale processes over global oceans (e.g., Rocha et al. 2016a,b;
Savage et al. 2017; Qiu et al. 2018; Torres et al. 2018; Cao et al.
2019; Dong et al. 2020, 2021). Here the model output is em-
ployed to test the method of filtering USMs by separating vari-
ability according to vertical scales.

c. 1D wave–vortex decomposition

The 1D decomposition developed by Bühler et al. (2014)
assumes stationarity, homogeneity, horizontal isotropy of the
flow, and that all divergence is attributable to wave motions,
which are not always good assumptions (Cao et al. 2019;
Pearson et al. 2020). Nevertheless, to proceed we first continue
with these assumptions and then revisit the uncertainty they
imply following Cao et al. (2019). To begin, the velocities are
rotated into the along-track (u) and across-track (y) velocity
with the x axis aligned with the ship track before spectral de-
composition. The 1D velocity spectra (Su and Sy) are first ob-
tained through the discrete Fourier transform. Data segments
with 50% overlap and a 300-km tapering (Hanning) window

were used to remove broadband bias and variance in these
spectral estimates. The Helmholtz decomposition, S 5 Su 1

Sy 5 Sc 1 Sf, requires ensemble estimates of the power spec-
tra, with Su the along-track velocity spectrum, Sy the across-
track velocity spectrum, Sc the rotational spectrum, and
Sf the divergent spectrum. By assuming the Garrett–Munk
spectrum (Munk 1981) for internal waves and wave domi-
nance of the divergence (rather than in combination with
USMs divergence), the wave–vortex decomposition is ob-
tained S 5 Su 1 Sy 5 SV 1 SW (see the online supplemental
material file for detailed derivation). To clarify that USMs
may be confounding the wave diagnosis, we will refer to the
waves diagnosed in this manner as “apparent waves.” Note
that violations of these basic assumptions in effect limit the ac-
curacy of the decomposition, but the Bühler et al. (2014)
method is the unique extant approach to assess the importance
of balanced flows versus unbalanced motions from observa-
tions of the type collected by the Oleander ADCP. Here we
use the error estimate on the decomposition assumptions de-
veloped in Cao et al. (2019) to quantify the limits of the
method and avoid overinterpretation. The assumptions are ap-
proximately true for the scale range investigated in this study
(,20 km), as the Gulf Stream is chopped off from the data an-
alyzed which strongly reduces the potential for flow anisotropy.

3. Seasonal spectral decomposition

The averaged along-track and across-track velocity spectra
for the 30-m layer (ML, solid) and 220-m layer (pycnocline,
dashed) are plotted in Fig. 2. The ML exhibits much more en-
ergetic mesoscale flows than the deep, while the two layers
display a similar KE level at the submesoscales in most sea-
sons except for autumn. At the 220-m layer, submesoscale dy-
namics are expected to be weak because that layer is almost
below the mixed layer in all seasons. Even during summer-
time, the submesoscale KE appears to be less depth dependent
compared to the mesoscale KE (Fig. 2). A likely interpretation
for the summertime strong KE over the scale range of 5–30 km
is due to IGWs in the stratified layer, as also inferred by Callies
et al. (2015). Also, it is important to make sure that the sub-
mesoscales are not dominated by the ADCP noise. Here the
95% confidence interval is taken as the errors to validate
whether the noise spectrum would rival the true spectrum
(see the supplemental material file for details). The prominent
seasonal difference of submesoscale KE can also be taken as
evidence of the clear spectrum (i.e., if the noise dominates the
submesoscale spectrum, there should be no difference be-
tween seasons).

Figure 3 shows the spectra decomposed into vortex and ap-
parent wave components using the Bühler et al. (2014) method:
SV and SW at 30- and 220-m depths. An estimate of the errors
due to assuming homogeneous and isotropic flows following
Cao et al. (2019) suggests that the separation between the appar-
ent wave and vortex contributions of the decomposition is trust-
worthy here (see the supplemental material file). Classifying the
data into four seasons allows an examination of the seasonal
difference between vortex and apparent wave components.
Within the ML, the vortex component dominates the KE
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with the spectra sloping down approximately along a k23

power law in all seasons (consistent with the geostrophic
prediction), before being taken over by apparent wave com-
ponents. At the 30-m layer, the vortex-to-apparent wave
transition occurs at scales near 20 km during spring and
summer and below 10 km during autumn and winter. Note
that the wintertime vortex components show a sloping trend
between the k23 and k22 power law across the mesoscale
and submesoscale range (Fig. 3d). The shallower spectral
slope than the geostrophic expectation gives pause to the
typical interpretation because of strong submesoscale dy-
namics, and submesoscales may reach quite large scales be-
cause of the deep ML in wintertime and the proportionality
between ML depth and submesoscale lateral scale (Dong
et al. 2020). Also, note that the wintertime apparent wave
energy appears to be significantly enhanced at the submeso-
scales over the 5–25-km range (Fig. 3d), which implies ei-
ther waves or strong submesoscale USM turbulence. At the
220-m layer, the KE spectra show a clear decrease at the
mesoscale but not at the submesoscale, as evidence for
strong submesoscale turbulence below the ML. As above
mentioned, the submesoscale turbulence at depth arises

mostly from IGWs, as an explanation for the increased tran-
sition scale in all seasons.

In summer, this apparent wave–vortex decomposition is
credible as a wave–vortex decomposition because the sum-
mertime submesoscale processes leading to vortex motions
are relatively weak (Callies et al. 2015) or probably have
smaller length scales (Dong et al. 2020) that cannot be well
resolved here. But in the wintertime ML, the ageostrophic
aspects of submesoscale eddies or fronts (i.e., USMs) may
also importantly contribute to the divergent (apparent wave)
components. This violates the assumption that horizontal
divergence is fully attributable to IGWs in the Bühler et al.
(2014) wave–vortex decomposition. If the assumption of wave
dominance of divergence is erroneous, the alternative in the
Bühler et al. (2014) approach of neglecting the divergence by
submesoscale dynamics altogether would cause large errors
for the decomposition. At this point, using the decomposition
of Bühler et al. (2014) in winter requires some caveats about
the interpretation of divergence, and section 5 provides these
and concludes that wave contributions are overestimated
by this method, especially during winter due to USM
contributions.

FIG. 2. Averaged along-track (blue) and across-track (brown) velocity wavenumber spectra in four seasons:
(a) spring, (b) summer, (c) autumn, and (d) winter. The solid lines are for the 30-m layer, and the dashed lines are for
the 220-m layer. The k22 and k23 power lines are marked in gray for reference.
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4. Annual cycle of vortex and apparent wave dynamics

To gain more insight into the underlying regimes for the
submesoscales, the annual cycle of vortex and apparent wave
KE and the transition scale between them are examined (Fig. 4).
Each year is not equally sampled by season (recall Fig. 1c)
and as just presented remarkable seasonal differences exist,
so averaging the data annually is unwise (i.e., violates the as-
sumption of stationarity). Consider the cruises categorized by
month in Fig. 4 to illustrate the annual cycle of the submeso-
scale vortex and wave KE and the transition between them.
In this way, there can be sufficient data in each sample used
to obtain accurate averaged spectra (the observations over
more limited data bins would cause large errors in estimating
the average spectra due to the highly variable year-to-year
variations in decomposed KE).

IKE is defined as the kinetic energy found by integrating
the spectra over a specified range of scales for comparison be-
tween time periods,

IKEV 5

�k2

k1

1
2
SVdk, IKEW 5

�k2

k1

1
2
SWdk, (1)

where k1 and k2 indicate the bounds of the wavenumber.
Here the scales of 5–20 km are classified as submesoscales.
The 5–20-km vortex and apparent wave IKE for the ML
undergo a clear annual cycle, with peak values in February
(Fig. 4a). The winter months show stronger submesoscale
vortex turbulence than the summer months, especially in
the ML. The vortex–apparent wave transition scales at 30-m
depth stay below 10 km, indicating strong vortex contribu-
tions, except for June, July, August, and September (solid line
in Fig. 4c). Despite the weaker (stronger) vortex and apparent
wave IKE during near-summer (winter) months, the larger
(smaller) transition scale occurs mostly because of the sea-
sonal variation of vortex contributions. The reduction in
vortex IKE is larger than the reduction in apparent wave IKE
from winter to summer. It is also reasonable to infer that
some of the wintertime unbalanced IKE could result from
USMs, as they too contribute to horizontal divergence and
thereby violate the assumed wave dominance of divergence in
the wave–vortex decomposition. At the 220-m layer (Fig. 4b), the
monthly variation of wave KE is not as prominent as that of the
30-m layer, and the wave component is stronger than the vortex

FIG. 3. Decomposed wavenumber spectra for vortex (red) and wave (green) parts in four seasons: (a) spring,
(b) summer, (c) autumn, and (d) winter. The solid lines are for the 30-m layer, and the dashed lines are for the 220-m
layer. The k22 and k23 power lines are marked in gray for reference.
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KE in most of the months. Thus, as expected the pycnocline sub-
mesoscales (here 5–20 km) are dominated by IGWs. The transi-
tion scale, where the spectral vortex component equals the
apparent wave component, reaches;46 km in September.

The difference in seasonality between the transition scale
and IKE results from the fact that submesoscale dynamics
and IGWs undergo out-of-phase seasonal cycles (Rocha et al.
2016b). In winter, the USMs become vigorous and may domi-
nate submesoscale variability and the apparent wave contri-
bution; while in summer, the strong seasonal pycnocline and
shallow ML tend to strengthen the IGW dynamics contribu-
tion. The seasonal changes affect the transition scale between
vortex and apparent wave components. In addition, the fre-
quently encountered storms during summertime can also in-
put wave energy that dominates the KE at the submesoscale
in observations and models (e.g., D’Asaro et al. 1995; Alford
et al. 2016), but it cannot be well identified from the Oleander
data collected by shipboard ADCP alone. However, the appar-
ent wave IKE does not show an increase in the summer months
(Figs. 4a,b). One possible explanation is that the wintertime

apparent wave component is mainly provided by USMs rather
than by IGWs}as verified in the following sections.

5. Separating USMs by vertical filtering

a. Vertical-filtered analysis with the llc4320 model data

Although the contribution of USMs to divergence and vertical
velocity is recognized (e.g., D’Asaro et al. 2018), it has not been
considered easy to categorize the contributing phenomena,
let alone separate USMs and IGWs in the submesoscale range.
However, Torres et al. (2022) recommend a pragmatic approach
to obtaining mainly USMs by removing any signals with low ver-
tical modes (including IGWs and some QBMs). Here we choose
two snapshots of the llc4320 data on 15 February (winter) and
15 August (summer) in the Oleander cruise region to illustrate
this method. Note that this approach further assumes USMs are
mostly trapped within the ML. This may be not true at the Gulf
Stream front because submesoscale dynamics occur along the
slanted isopycnals and thereby extend deeper than normal

FIG. 4. Histograms of the vortex (red) and wave (green) 5–20-km integral kinetic energy (KE)
at (a) 30 and (b) 220 m. (c) The transition scale between the vortex and wave component at 30
and 220 m. Here the transition scale is defined as the wavelength at which the mean wave com-
ponent matches the mean vortex component. The magenta rectangle highlights the wintertime
months when the decomposition may be ill-advised.
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(Klymak et al. 2016; Cao and Jing 2022). So, in the model as
well as observations we remove the Gulf Stream front and con-
sider the region to the south of 358N (Figs. 5a,d). Figures 5c
and 5f show the eigenfunctions (Fn) of the vertical normal
modes as obtained by solving a Sturm–Liouville problem
(Gill 1982),

d
dz

f 2

N2

dFn

dz

( )
1 l2nFn 5 0, (2)

with dFn/dz 5 0 at z 5 0 and 2H. Here f is the Coriolis pa-
rameter, N2 is the stratification, ln is the vertical eigenvalues,
and H is the depth. In Eq. (2), the eigenvalue ln takes dis-
crete, distinct values for each finite vertical scale H, so that
the corresponding functions (Fn) form a set of eigenfunctions
that are orthogonal and serve as a basis for the projection of
variability into each mode. In this way, the vertical structure
of each baroclinic mode is found. Expansion of the velocity
on the vertical normal modes (ul, y l) can be written as

ul 5 ∑
‘

n50
un(x, y, t)Fn(z), y l 5 ∑

‘

n50
yn(x, y, t)Fn(z), (3)

with n 5 0 for the barotropic mode and n . 0 for the baro-
clinic modes. If the upper extent of n is limited, rather than in-
finite, then ul and y l represent the velocity associated with low
modes. Figures 5b and 5c (Figs. 5e,f) display the averaged

stratification and the eigenfunctions (Fn) for mode 1, 2, 3, and
10 in February (August). The results show that the zero-crossing
points of the first 10 baroclinic modes (approximately corre-
sponding to the highest baroclinic mode this simulation can re-
solve) occur below 200 m in February but only below 50 m in
August. This reflects the evolving stratification between the win-
ter and summer seasons. Since USMs are defined as highly non-
linear processes in the ML, they are likely to have much smaller
horizontal and vertical scales than QBMs. This eigenmode anal-
ysis reveals the vertical structures of QBMs and IGWs are sim-
ple within the ML. By contrast, the velocity of USMs (uUSMs,
yUSMs) is assumed to have a complex vertical structure within
the ML. The velocity structures associated with the low modes
(y l, y l)}i.e., the QBMs and IGWs can be approximated using
only a linear trend (Figs. 5c,f). Removing a detected linear trend
over the ML serves as vertical filtering of the vertical velocity
profile. Here we take the zero-crossing depth of mode 10 as
a threshold depth (zt), which may be deeper than the ML. Then
we can filter out the low-mode signal in the velocity field
[Eq. (4)] by removing the linear trend between the surface and
zt. At each grid point (x, y), the velocity above zt can be decom-
posed into the low-mode component (the first 10 baroclinic
modes, each approximated by a linear trend) and the USMs
component:

U 5 Ul 1 UUSMs: (4)

FIG. 5. Snapshots of surface temperature and velocity for (a) February and (d) August. (b),(e) Stratification averaged over the domains
for the two snapshots. (c),(f) The vertical profiles of baroclinic modes (mode 1, 2, 3, and 10) for horizontal velocity for the two snapshots.
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In Eq. (4), U represents a velocity component and can be u or
y . The low-mode velocity can be derived by estimating the lin-
ear trend in vertical, and thus the remaining is the velocity by
USMs. The low-mode field can be written as

Ul 5 c1 1 c2z, (5)

where both c1 and c2 are constant at each grid point. Most of-
ten the linear trend of u and y between the surface and zt is
weak with u 5 ul and y 5 y l at zt, so a nearly uniform velocity
between the surface and zt is associated with the low-mode
contribution. Equations (4) and (5) are also true for vertical
velocity w. Consider the boundary conditions, wUSMs 5 0, at

the surface and zt to obtain c1 5 w(0) and c2 5 [w(zt)2 w(0)]/zt.
This decomposition regards the USMs as signals with smaller
vertical scales and shear within the weakly stratified ML, which
conforms to the general definition of USMs (McWilliams 2016).
According to the vertical extent of first through tenth normal
modes (Figs. 5c,f), zt 52200 and250 m are defined as the fixed
depths for vertical filtering in February and August, respectively.
Choosing a slightly different threshold depth, e.g., 2190 or
2210 m for February, does not make a big difference in the
USMs diagnosed.

To illustrate the USMs as thus diagnosed, Figs. 6 and 7
compare the unfiltered and filtered llc4320 simulated relative

FIG. 6. Snapshots of (a),(d) vertical vorticity, (b),(e) horizontal divergence, and (c),(f) vertical velocity fields calculated
with (left) unfiltered and (right) filtered data at z5 210 m for February.
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vorticity (z), lateral divergence (d), and vertical velocity (w)
fields at z 5 210 m in the two different seasons. Both z and d

are normalized by the local Coriolis frequency (f 5 8.04 3

1025 rad s21). The divergence is slightly smaller but still com-
parable in strength to the vorticity, consistent with the predic-
tion of turbulent thermal wind balance (Gula et al. 2014;
Dauhajre and McWilliams 2018). A comparison between the
z/f fields before and after filtering illustrates that the large vor-
ticity is mainly owing to submesoscale dynamics along fronts,
which is likely associated with frontogenesis (Figs. 6a,d). The
pairwise feature of cyclonic and anticyclonic streaks becomes
more prominent in the filtered fields (Fig. 6d), indicative of
the effectiveness of the filtering. Both the unfiltered and

filtered d/f fields (Figs. 6b,e) show a similar distribution com-
pared to the z/f fields, indicating that the divergence is mainly
dominated by USMs. The w field by USMs is relatively weak
compared to the unfiltered w field (Fig. 6f compared to
Fig. 6c) and is much more concentrated near fronts and fila-
ments. The USM w can reach a maximum magnitude of
;50 m day21 mainly at this depth, roughly corresponding to
the distribution of the filtered z/f and d/f fields. All these fea-
tures suggest that the vertical filtering approach is effective in
isolating USMs for the winter case. Although the USMs only
take up a minor part of KE, with the majority of energy being
associated with the low vertical modes (QBMs and IGWs)
(see the supplemental material file), they cannot be ignored

FIG. 7. As in Fig. 6, but for August.
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because of their importance in ML dynamics}the USMs play
an important role in restratification, energy transfer and dissi-
pation, and tracer exchange between the surface and the
ocean interior (e.g., D’Asaro et al. 2011; Fox-Kemper et al.
2011; Su et al. 2018), with a horizontal convergence contribu-
tion outsized for their KE contribution (D’Asaro et al. 2018).

By contrast, the modeled USMs in summer are relatively
weak (Fig. 7), which is most likely because the weaker buoy-
ancy production due to the weaker buoyancy gradient in sum-
mer (Fig. 5d), as baroclinic conversion is important energy
source for the submesoscales (Cao et al. 2021). Apart from
that, the shallow ML in summer can limit the submesoscale
energy conversion from available potential energy to kinetic
energy and reduce the length scales of submesoscale instabil-
ities leading to vortices to a few kilometers which are not well
resolved in this simulation (Dong et al. 2020, 2021). The vor-
ticity field is much weaker in summer (Fig. 7a), but it is sur-
prising that the d and w fields on 15 August (Figs. 7b,c) look
as energetic as, or even a little more energetic than that on
15 February (Figs. 6b,c). Differently, the summertime d and w
fields show patterns of radial and crisscross beams resembling
high-mode IGWs}note as shown in Fig. 5f that the relatively
high vertical modes cross zero much closer to the surface in
August due to the strong stratification. The different features
between Figs. 7a and 7b (Figs. 7d and 7e) suggest that the di-
vergence field is likely not dominated by submesoscale dy-
namics in summer. So the vertical filtering technique tends to
be less effective in summer than in winter. It is also possible
that the summertime USMs with smaller length scales are not
well resolved in this simulation, which leads to an underesti-
mate of USMs.

To better understand the relationship between vorticity
and divergence fields, we further plotted the divergence/
convergence in vorticity–strain space before and after the ver-
tical filtering (Fig. 8). These scatterplots provide a statistical
view of the filtered and unfiltered fields. Also, the Okubo–
Weiss parameter, S2 2 z2, can be examined to identify the
flow regime. In the winter case (Fig. 8a), the joint probability
distribution function (JPDF) of vorticity and strain generally
shows an extension along the S 5 |z| lines (shear flow), espe-
cially for cyclones (Balwada et al. 2021; Cao and Jing 2022).
Conditioning divergence/convergence on vorticity and strain
indicates that the strongest convergence mostly lies in the
strain-dominated region (S . |z|) driving frontogenesis at the
near-surface layer (Fig. 8a), which is a typical feature of ML
submesoscale dynamics (McWilliams 2017; Balwada et al.
2021). The strong divergence (red dots in Fig. 8a) mainly oc-
curs in the z , 0 region near the S 5 2z line. After removing
the low-mode signals, the regime of strain-induced frontogen-
esis with strong convergence (McWilliams 2017) still exists
(blue dots in Fig. 8b). However, the divergence tends to be
more apparent in the z/fUSMs , 21 domain, making the JPDF
less skewed (Fig. 8b), consistent with the pairwise distribution
of large cyclonic and anticyclonic values in Fig. 6d. This fea-
ture is not expected in the traditional frontogenesis paradigm
(McWilliams 2017), and it may be a trick of the filtering tech-
nique suggesting that the filtered USMs fields appear to be
highly ageostrophic (|z/fUSMs| . 1). This is also likely ascribed
to the interaction between submesoscale dynamics and IGWs
at play, but here we will not look into the underlying dynam-
ics and leave it to future studies. By contrast, The summer-
time JPDFs show a wider spreading with weaker z, d, and

FIG. 8. Lateral divergence in vorticity–strain space for filtered and unfiltered velocity fields at z 5 210 m. The dark
contours indicate the joint probability distribution function of vorticity and strain. Conditioning the divergence on
the vorticity and strain for (a),(b) February and (c),(d) August. The dashed lines divided the flow into the
strain-dominated regime (S. |z|) and eddy dominated regime in terms of the Okubo–Weiss parameter, S2 2 z2.

J OURNAL OF PHY S I CAL OCEANOGRAPHY VOLUME 531132

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 02/27/24 06:06 PM UTC



S in the vorticity–strain space (Figs. 8c,d), likely owing to the
IGWs.

b. Vertical-filtered USMs analysis with the Oleander data

The Oleander shipboard ADCP data provide velocity pro-
files over the upper ocean, allowing the decomposition of the
velocity field [Eq. (4)]. The seasonal stratification is estimated
based on the Oleander XBT data and the Argo salinity data
(Fig. 9, upper row). The vertical structure of the eigenfunc-
tions (Fn) for the vertical normal modes (mode 1, 2, 3, and 10)
are shown in Fig. 9 (bottom row) and thus zt equals275, 250,
2100, and 2150 m for spring, summer, autumn, and winter,
respectively. Two example sections of KE and submesoscale
EKE in February and August are presented (see the
supplemental material file). In the winter case, the submeso-
scale EKE can be as strong as 0.01 m2 s22 much stronger than
that of the summer case.

The separation of USMs by vertical filtering allows us to
quantify the USMs in observations as exemplified in the
model. The vertical distribution of the section-averaged sub-
mesoscale EKE is shown by season (Fig. 10). The USMs ap-
pear to be enhanced in the middle or at the base of the ML
likely due to the enhancement of buoyancy production, con-
sistent with the previous studies (Callies et al. 2015; Cao et al.
2021). The results also show that the submesoscale EKE

displays clear seasonality with a peak in winter, as opposed to
the summertime enhancement of mesoscale EKE (Zhai et al.
2008). The highest averaged submesoscale EKE during the
wintertime reaches a magnitude of ;1 3 1023 m2 s22 in the
ML. Indeed, this value is still one order of magnitude smaller
than the mesoscale EKE which is estimated to be larger than
5 3 1022 m2 s22 in the Gulf Stream region (Zhai et al. 2008).
As discussed in Cao et al. (2021), the USMs come more from
frontal dynamics (buoyancy production) rather than larger-
scale flows (shear production), and this provides them with

FIG. 9. (top) Upper-ocean stratification estimated along the ship route by season. (bottom) Vertical structure of baroclinic modes
(mode 1, 2, 3, and 10) for horizontal velocity.

FIG. 10. Depth–season plot of the section-averaged submesoscale
eddy kinetic energy (EKE; m2 s22).
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seasonality (Uchida et al. 2017). Besides, the shallow ML in
summer also shrinks the scale of submesoscale processes, re-
ducing their detection under fixed resolution. Note that the
shallowest layer of the data is 230 m}during summertime
submesoscales may be even closer to the surface and mostly
not observed. As such, the validity of the summertime results
is uncertain.

By comparing the spectra of SUSMs and SIGWs1QBMs by
season, we can illustrate the effects of vertical filtering (see the
supplemental material file) and then show the spectral ratios
between the USMs and the remaining flow (SUSMs/SIGWs1QBMs)
to identify the length scales dominated by USMs in the upper
ocean (Fig. 11). Here the black lines indicate the wavelengths
where the USMs match the remaining motions in spectral space.
Figure 11 shows that the wintertime USMs mostly dominate the
submesoscales smaller than 10 km (SUSMs/SIGWs1QBMs . 1)
while the summertime USMs are relatively weak. Given
that USMs also contribute to the divergence, the assump-
tion of all divergence by wave motions in the Bühler et al.
(2014) method is invalid in the ML with strong USMs. So
the wave–vortex decomposition used in the first sections of
this paper overestimated the wave EKE at scales where
USMs are remarkable, especially in winter (recall Fig. 3d).
The winter has stronger lateral buoyancy gradients for low
baroclinic modes (Fig. 5a) that can generate QBMs, which
explains part of the large vortex KE in the winter months
(Fig. 4), but strong USMs also contribute to both the vortex
and wave KE.

To evaluate further these claims, we conduct the wave–
vortex decomposition on the low-mode flow (i.e., after USMs
are removed) for the winter months and compared the wave

and vortex components to the unfiltered results (Fig. 12a).
Here we choose the 100-m layer, which has strong USMs, to
illustrate the difference. After removing USMs, both wave
and vortex spectra show a clear decrease for the submeso-
scales but remain almost unchanged for the larger scales. The
wave IKE for the winter months is significantly reduced, while
it is much less for the vortex IKE (Figs. 12b,c). This directly
manifests the importance of USMs to the divergence field,
demonstrating that the wave component will be overesti-
mated in the Bühler et al. (2014) decomposition for winter if
not removing the USMs. Although here the vertical filtering,
depth range, and horizontal resolution (;2.5 km) are limited
by the instrumental record and processing, it can be con-
cluded that the USMs can exert a significant impact on the ap-
parent wave–vortex decomposition of the winter data in the
upper ocean of this region. On the contrary, the relatively
weak USMs over 5–20 km in summer (Fig. 11b) do not signifi-
cantly affect the decomposition.

6. Summary and discussion

The focus of this work is to understand the phenomenology
and underlying regimes of the submesoscales captured in the
Oleander ADCP velocity data. The decomposition of motions
into geostrophic flows and IGWs reveals the seasonal con-
trasts of vortex and wave KE, and basic ranges of variability
in vortex and wave components over months are quantified.
However, important contributions from submesoscale USMs
need to be handled separately, as they contain both vortical
and divergent motions, but are not waves. We exemplify the
vertical filtering approach to separating upper-ocean USMs in

FIG. 11. The ratio of unbalanced submesoscale motions (USMs) over internal gravity waves and quasi-balanced
motions (IGWs1QBMs) as a function of scales for (a) spring, (b) summer, (c) autumn, and (d) winter. A ratio larger
than 1 (red shading) indicates the wavelengths dominated by USMs. The black line indicates the wavelengths where
the spectral ratio SUSMs/SIGWs1QBMs 5 1 for different depths.
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observations. It is shown that USMs contribute meaningfully
to divergence, especially in wintertime, and thus they spuri-
ously confuse the wave–vortex decomposition of Bühler et al.
(2014) unless they are removed first, e.g., by the pragmatic
vertical filtering approach of Torres et al. (2022). The results
provide a clear understanding of the seasonal dynamical re-
gimes for the submesoscales (Table 1) and quantitatively
evaluate the USMs from observations. It is concluded that
in the upper ocean of the study region the submesoscales
are primarily dominated by USMs in winter but by IGWs
in summer. Importantly, this study opens the possibility of

separating USMs from low-mode motions in existing ADCP
observations.

The vertical filtering approach is effective in separating USMs
and IGWs in individual observations where the dynamics are
always aliased due to discrete sampling (e.g., shipboard ADCP
data). However, this approach relies on the solution of eigen-
functions of vertical modes (with a threshold depth defined),
which limits its application in summertime when the threshold
depth is shallow and high-mode IGWs may exist. Our analyses
also offer some caveats when interpreting the wave–vortex
decomposition. The results confirm that the strong wintertime
USMs dominate the submesoscale in the ML, and here we
demonstrate that the horizontal divergence can come from
either IGWs or USMs (recall Fig. 12). This violates the Bühler
et al. (2014) assumption that IGWs are the dominant cause of
divergence and causes large errors for the decomposition
when applied at submesoscales, particularly in wintertime. So,
in regions of strong USMs, the wave–vortex transition and es-
timated IKE for waves are not reliable during wintertime
when submesoscale dynamics are sufficiently strong (e.g., the
magenta rectangle in Fig. 4). The wintertime submesoscales in
the ML are in fact dominated by vortex components at all
length scales (i.e., there is no transition scale between QBMs
and IGWs shown in Fig. 12a).

The assumption of waves dominating the divergence for
the wave–vortex decomposition is strongly supported in this
region during the summer at all depths examined. As such,
the transition scale between vortex and wave components be-
comes much larger during summertime. This may be also
partly attributed to the unpredictable storm events during
summertime (e.g., Simmons and Alford 2012; Forryan et al.
2015). These storm impacts are generally missing or underes-
timated in numerical simulations due to limited resolution
and frequency of forcing products (e.g., Tsujino et al. 2020, or
in coupled atmospheres, Jochum et al. 2013) and give rise to
great uncertainty in estimating IGWs in the ocean. We have
shown here that nonwave submesoscale phenomena can also
generate unbalanced motions and/or divergent motions, an
effect resulting from the large Rossby number of the subme-
soscales and demonstrated elsewhere in models and observa-
tions of surface drifters (Fox-Kemper et al. 2008; D’Asaro
et al. 2018). It is obvious at this stage that seasonal variations
in forcing lead to the change of ML depth, which impacts the
submesoscale response (e.g., Mensa et al. 2013; Sasaki et al.
2014; Dong et al. 2020; Zhang et al. 2020)}whether the
surface synoptic variability, especially in storm-rich oceans,
offers variable generation of submesoscale responses is
another query to address (e.g., Chrysagi et al. 2021; Carpenter
et al. 2020). It is also notable that another important issue}the

FIG. 12. (a) Comparison of wave–vortex decomposition on the
unfiltered velocity (solid lines) and the filtered low-mode
(QBMs1IGWs) contribution (dashed lines) for the wintertime
100-m layer. Shown also is the apparent reduction of (b) vortex
and (c) wave IKE due to removal of USMs for the winter months.

TABLE 1. Seasonal dynamical regimes for the submesoscales
inferred from the Oleander ADCP velocity data in the upper
ocean.

Spring Summer Autumn Winter

230 m Transition Mostly IGWs Transition USMs
2220 m IGWs IGWs IGWs Mostly IGWs
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diurnal variability of submesoscale dynamics}is not considered
in this study (see discussion in Sun et al. 2020).

Essentially, the USMs defined in this study are a typical
reason for errors when reconstructing the upper-ocean circu-
lation and interior structures based on assumed geostrophy,
such as the surface quasigeostrophic (SQG) theory in the ML
(e.g., Qiu et al. 2016; Chen et al. 2020). The reconstruction
will be less effective when the ML is deep and strong USMs
occur, unless the USMs are first separated from the normal
low-mode vertical modes. Cautions should be taken when
applying these methods in the circumstance of strong USMs.
The many possible interactions between IGWs and USMs are
not considered and could be another uncertainty for the anal-
ysis in this study. More numerical experiments with higher
spatial resolution, realistic forcing, and nonhydrostatic physics
are required to capture these smaller-scale processes and to
better understand their dynamics and seasonality.
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